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Age of Information Explosion

» Serious Issue of Information Overloading
« E.g., there are 800 million videos on Youtube

» Personalized recommender systems have been widely used for mining user preference in
various web services, such as:
« E-commerce, e.g., Walmart, Amazon, etc.
* Social media, e.g., Facebook, LinkedIn, etc.
e Online entertainment, e.g., Netflix, Tiktok, etc.
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Cold-start Recommendation

« Inrecommender systems, one common challenge is the cold-start problem, where interactions are very
limited for fresh users in the systems
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« To address this challenge, recently, the meta-optimization idea is introduced into the recommendation
scenarios

« They aim at deriving general knowledge across various users to rapidly adapt to the future new users

» Despite the success of meta-learning at improving the recommendation performance with cold-start, the
fairness issues are largely overlooked




Comprehensive Fairness

« There are several different definitions of fairness in recommender system
e Individual Fairness
* Group Fairness
« Counterfactual Fairness

« Previous works mainly consider one perspective of fairness

* How to understand the relationships between these definitions and impose
them comprehensively remains a challenge
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Problem Definition

* The cold-start problem in recommender system
« Given:
* Fresh user u with profile x,
« Limited existing interacted items . along with description Pi
 Training data can be represented as D;, = {xu. pi, Yui}iere #‘-:4 . )’.
 Output:
» Personalized model for each user
(6,D%) — 6y s = 1

- Estimated interacting scores for the query items

Fresh User




Existing Work

 Common pitfalls in existing work
« Previous works mainly consider one perspective of fairness, lack a comprehensive
understanding of different fairness

- Fairness issues in the cold-start recommendation are largely overlooked

* Our designs
« Formulate enhancing comprehensive fairness as the multi-task adversarial
learning problem
« Propose CLOVER to impose fairness in the framework of meta-learning with the

interleaving training procedure
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Preliminary: Cold-start Recommender

User 1

« Inner loop
« For each user, the framework initializes user model DY . 2
1

with the latest parameters of the meta-model p { = &

« Updates it according to the user's training data

(6,D;)— 6y, Outer Loop N\ L(61, D))
Meta-model |* .
L ()] Update ) Inner Loop

famh ) 16, D)

* Outer loop
* The framework updates the meta-model by minimizing
the recommendation loss of user model regarding (

. L L L L L 9 .
each user to provide a general initialization L Update = Loss s
D¢ D]

0=0-pV9 > L(fp, D) User u
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Preliminary: Comprehensive Fairness

« The learned representation and recommendation results should not expose the sensitive information
that correlates with the users nor show discrimination towards any individual or group of users
« The fairness in the recommender system can be reflected from several different perspectives as follows:
« Individual Fairness

IF = LmaX Z M(ay q9g(ew), ay)

Ul g .
| | uelUf Attacker

* Group Fairness
Rec Performance

1 1

GF = m R ul) - m Z R(UZ)|
1 1€A; 2 Uy €A,
User groups

* Counterfactual Fairness

CF D IR(LY, | X =x,A=ay,)-R(LY || X =x,A=a,)]
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Rec results with counterfactual sensitive attr
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In general, we can formulate the unfairness
mitigation as the adversarial learning problem

The discriminator seeks to optimize its model to
predict the sensitive information

The recommender aims to extract users' actual
preferences while generate fair results to fulfill
specific fairness requirements

min max L = L(

R D ﬂQr,Qd) — lR(er) —Ip (fgrjgd)

Parameters of Rec
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Individual Fairness

External

 For individual fairness, it requires the user modeling Llnformation g || Lossfunction: L= Ly~ lp = ly— A+ 15—y <1} |
process of the recommender system to protect § e 3
against attacker from inferring the sensitive N y S I |
. . Sensitive Attribute } _ T Recormendat |
information Inference X ﬁ-ﬁ o ] [ Target ]
Discriminator h :i """""""""""""""""""""
¢ We conduCt to generate the user embeddlng [ - - - - - - - - - - ———— ————— 0 i Recommender ModeL e_g_, W|de&Deep i
irrelevant to the sensitive information | T e §
| | Sensitive Attribute : >/—< : [ User 1 l ltem ]
| Inference PR : Embedding Embedding
e The loss can be formulated as: | S 1 1
e ——————————— - I | P T |
Y X i i ! Embedding Modul !
: ID = ID(a“’a“ = g(eu’ )) :: : External i [ n:] __e___lrl_g___O__Lf_e______________;l
il bbb bbbl bl Tl ] ! Information E,, : 1t 1
S ————— o

Input external information e.g. target
info here can further help optimization

[ User J ]
Information ltem Information
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Counterfactual Fairness

External
Information Ej,

3

» As the user sensitive attribute can only affect the L
recommendation results via a,, — ey, — Jui

Sensitive Attribute : >/—< . :
Inference } _ R ﬁ Recommendati ] [ Target ]
. L[] . . \ 1 On 1
* So if we can generate fair user embedding, i.e., Discriminator i~ g
[ e e 0 : Recommender Model, e.g., Wide&Deep E
I(au; eu) =0 : Discriminator g | R f ___________________________ ‘i‘ _______
I
| [ Sensitive Attribute : >/—< i [ User 1 l ltem ]
o o Inf T % Embeddi Embeddi
* Then we can also satisfy counterfactual fairness:;— " S i - i e - et e
| 25 |
: | ! Embedding Module i
- External R e LR L P e e S e e e ET
0 < I(ay;fyi) < I(ay;ey) & I(ay;ey) =0 = I(ay;iyi) =0 : Information E,, : 1 1
L o o o o o o o e e e o

e Thus, Individual Fairness # Counterfactual Fairness

[ User J ]
Information ltem Information
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Group Fairness

« For group fairness, it requires the recommendation L,nfo'f;‘:‘;{;i' , Loss function: L = lp — [p = Ly — A+ 19 —y = I8
performance of users to be identical between ] e 3
different groups A £ e .

Sensitive Attribute T ! : !
Inference } _ % X _ﬁ Recommenda ] [ Target ]
S | on .

» The goal can then be interpreted as to achieve the Discriminator |~
same predicted ratings across groups given e ~-=-==-=-=!  Recommender Model, g, Wide8Deep |
true rating values ! DISCHMINAIONG | 1oooeoogeommemsomnns e §

| (“Sensitive Attribute : >/—< : [ User 1 l ltem ]
. : Inference : >:( : Embedding Embedding

* The loss for group fairness can be formulated as: ! S 1 +
: } Embedding Module |
I External b L T Tt ey T

h _ A LN . ' Information E, : t 1‘
lD = Ip(au, au = h(Yui, Yui, Ep)) :_ _________________________ il [ User J [It — ]

__________________________ Information em Information
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* Our next question is how to mitigate

the unfairness issues in the cold- RecSys
start meta-learned models? Qe L
(@) ez Update >
e R h -1 i 1 1- Finetune 7
ecap that meta-learning is a bi . @ CLOVER

level optimization schema consisting of
inner and outer loops

Finetune @
> h —
] Update
Finetune @

* Thus, we’ll need to impose fairness ' '

(adversarial learning) in both steps
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Unfairness Mitigation In Cold-start Model

» To better analyze the problem, we first disentangle the adversarial recommender training
objectives into three subtasks:

T, :the task of recommender loss minimization, which is required for all recommender
models

* T,:the task of optimizing the discriminator to predict the sensitive information

* T,: the task of updating the recommender to generate fair results by fooling the
discriminator

« Our main finding is that: Naively perform all the subtasks in both inner and outer loop
will lead to suboptimal performance

« Inner loop and outer loop require different optimization strategy!
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Unfairness Mitigation In Cold-start Model

 In the outer loop, we perform all the subtasks to learn a fair recommender initialization

0= 0"~ pVor > L(fy,) Tr & T

ueB
0 =07+ pVga ) L(fy,) T,

ueB

In the inner loop, we only optimize the recommender loss and the discriminator loss, which has

three main explanations:
« Model stability. For fast adaptation, the user model will be fine-tuned by only a few steps of gradient descent on
limited data, whereas it usually takes a longer time for the adversarial game to reach the desired equilibrium

« Training efficiency. The bulk of computation is largely spent performing the adversarial game

« Privacy. Since we no longer need to update the meta-model during deployment, and we only need to perform
task 7, in testing. In this way, we are free of user private information after training

0, =0, = PVorir(fo,) T

0 = 03 + PVgal(fy,) T,
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Experiments

« Experimental Setup
 Data sets:

ML-1M
BookCrossing
ML-100K

e Evaluation:

Split users with ratio of 70%/10%/20%
Test users are not seen during training

e Baselines:

Traditional collaborative filtering

Traditional cold-start
Meta-learning Algorithm

 With Fairness Consideration

 Metrics:

MAE

NDCG@3

AUC (Individual Fairness)
CF (Counterfactual Fairness)
GF (Group Fairness)

Table 1: Statistics of Datasets.

Dataset ML-1M BookCrossing ML-100K
No. of users 6,040 278,858 943
No. of items 3,706 271,379 1,682
No. of ratings 1,000,209 1,149,780 100,000
Sparsity 95.5316% 99.9985% 93.6953%
Gender, Age, Gender, Age,
User contents Occupation, Age, Location Occupation,
Zip code Zip code

[tem contents

Publication year,
Rate, Genre,
Director, Actor

Publication year,
Author, Publisher

Publication year, Genre

Range of ratings

1~5

1~10

1~5

-20 -




Experiments

SAM Lan
R

Table 2: Experimental results on the three datasets averaged over five independent runs. Arrows (T, |) indicate the direction of
better performance. CLOVER keeps the predictive power of the original recommender model while improving their fairness.
Bold values indicate the best performance with regard to the meta-learned recommender model.

ML-1M BookCrossing ML-100K

MAE | | NDCG T I AUC | [ CF| | GF | MAE | | NDCG T { AUC | | CF | I GF | MAE | } NDCG T I AUC | l CF| [ GF |
Traditional CF }]PI{ [].943i0.0|2 U.()721U"0'| [].932i(“”:5 (}. 1871(7,055 U.USZ&(M)JZ 2.374t(7,015 {].sgﬁil)‘l)"'! [].85410.(M] U.1941U 035 []. 1(}1i0.u|:5 1.3981” 009 [].48()10.%'1 (}.772t(7,0'1f} ().(}95i0.u!2 (}.{]51t0,(m?‘
Wlde&]_)eep [].8151:'}.(}{” U¢()911[J.UU.‘ [].9451:” 024 U¢214i(’.')!‘| 0.0551(11111 1¢9451{’.')2?‘ U.627i” D08 [].83310.(“1 U.letU 029 [].0981:'}.[“") 1.25()1[) 002 [].51910.[)“!‘ 0.8()31:*.’.041 0. 1 1210.[1.11 U.U46t').”hﬁ
DrOpOUtNEt 0.81310.0{") 0.7021[].')(}4 0.9651:(1 013 0.20410.021 0.0631”””5 1.855tﬂ.')[]3 0.6341” 005 0.88910.(1’!1 0.1941[].”.5’! U 1031:'}.[]“ 1.172:!:[].”(” 0.5441:0.[11)!! 0.842tﬂ.'}.ﬂ: 0 13 110.[]15 0.044t').”1.$
COld-Start NLBA 0.7 95 +0.006 0. 70 1 +0.002 U 97 1 +0.024 0. 2 5410.'”?‘ 0 .0561” 007 1 . 7 1 StU.UU?‘ 0 65 1 +0.008 0.94310.(1 34 0 . 1 561[].”2‘) U 1 1 2:(:'}.[]”‘) 1 .2 1 31[].”(” U 5531:0.[]”!! 0.89 1 +0.044 0 1 2 9 +0.023 0.047 +0.004
NlELU 0.74310.0{’6 0.7551[].001 1.0001:” 000 0.26410.0.’!?‘ 0.0541””]1 1-3321[’.0[’“ 0-7231:“[’"5 1.00010.(}(“} 0.2591”.”"1 U 1031:0.[]“ 0.8921”.””‘) 0.6521:0.[11/ 0.974tﬂ.|}1& 0 15710.[]32 0.048t|).”1‘|
f\‘flELU+BS 0.74510.0{)5 0.7441[].00.’ 1.0001:” 000 0.27 7:(:‘.3.047‘ 0.0491(1 012 1.3431:*.3.0[]5 0.7121” 005 1.0001:0.(}(30 0.2911[].()575 0 1011:0.[]1” 0.89 lill.UUZ 065 1 +0.011 I.UUOt(J.l}UU 0 17410.[]]" 0.0461:0.”[]?‘
Meta leaming MELU+Reg 0.76210.0{)2 0.7481[].001 0.8941:” 011 0.1451(3.053 0.0481(”)0‘) 1.3571:(3.0[]?‘ 0.7131” 004 0.9].21:0.”23 0.2321[].”24 0.0971:0.[]“ 0.9141”.”(” 0.6481(}.[]1.’ 0.873t(3.0.$ﬁ 0 13210.[]]2 0.0451:0.(1[]5
MELU+IPW 0.7512002  0.751x0002 0.975+000s  0.18720013  0.047z0011 1.36520000  0.707+0.006 1.00020000  0.24520014  0.096x0007 0.9032000s  0.6430005 0.94620024  0.11710035  0.047 20000
MELU+MACR | 0.744x0.005 0.750=0004 0.87810031 0.11620027 0.051+001 1.352+0006 0.715+0.002 0.867 0016 0.179+0.004 0.097 +0.013 0.887 0011 0.656+0.002 0.815x0019 0.108+0.016 0.044 0007
CLOVER 0.73120005 0.75610005 0.632:0057 0.044:0014  0.040z0006 | 1.35220006  0.72220006 0.54620052  0.027 10011 0.089:0000 | 0.880=0000 0.66620003 0.562:0021 0.032:0015 0.036=0.006

« Compared with baselines, meta-learning strategy has a better recommendation performance
while worse fairness performance

* Our proposed CLOVER substantially outperforms all baseline methods concerning the fairness
performance while not sacrificing the recommendation performance
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Case Study

SAR .l.an/_‘_

- Ablation study, generalization ability and hyperparameter Study

Table 4: Effect of different adversarial loss functions.
MAE| NDCGT AUC| CF| GF |
MELU 0.74310.008 0.75510.002 1.00010.000 0.26410.058 0.05410.011
CLOVER w/o Eh 0.735+000s  0.758=0.002 0.667 0011 0.051+0.009 0.044+0.006
CLOVER W/O lg 0.730i0.001 0.75410.006 0.687i0.062 0.067i0.0]3 0.055i0.010

Table 3: Effect of different optimization objectives.
MAE] NDCG]  AUC | CF| GF |
MELU O.743i0,008 O.755i0.002 1.00010.000 0.264i0.058 0.054i0.011
CLOVER W/O 0.73910,004 O.754t0.003 1.00010.000 0:5321(].069 0.056i0.013
CLOVERz; | 076Luomr  0.74Tsomoe 1000wwooo0.247s00i 006200 CLOVER W/0 E9 | 0.736s000s  0.752s00s  0.725s009  0.056s0015  0.049s0012

CLOVERTl&Tz 0.749 0005 0.75 1100 0.792:005 0.103:0015 0.051.+a.00e CLOVER w/o llg) 0.738x+0.005 0.754+0.008 0.914 40018 0.198+0.021 0.043-+0.008
CLOVER 0.731+0005 0.756:0005 0.632:0057 0.044:00114  0.040=:0.006 CLOVER 0.73 Laoos 0756200 0.63%20057  0.04420011  0.0402000

Table 6: Effect of hyper-parameter A.

MAE | NDCG T AUC | CF| GF |
Table 5: Generalization ability of CLOVER. le-2 | 0.735:000  0.755:0005  0.8722005  0.092005  0.050:001
MAE l NDCG T AUC l CF l GF l le-1 0.733+0.004 0.754+0.004 0.679=+0.052 0.067+0.009 0.045=0.007
MELU 0.743+0.008 0.755=0.002 1.000=0.000 0.264 10058 0.054 0011 1 0.731s00s 075620005 0.632:0057  0.04ds0014  0.040-0006
5 0.737 <0007 0.754+0.004 0.722x0.043 0.079x0.021 0.0480.006
CLOVERyELU 0.731:0005 0.756:0005 0.632:0057 0.044:00112  0.040-0.006
MetaCS 0.72120005  0.776=0003  1.000=0.000 0.245z0058 0.061x0.015 Table 7: Effect of hyper-parameter y.
CLOVERML,MCS 0.720-0.002 0.775=0.005 0.578:0037  0.02920000 0.044-0.008 MAE | NDCG T AUC | CF| GF |
MAMO 0.717 20003 0.781x0.004 1.000=0.000 0.331 10058 0.057 20013 le-2 | 0.733:0003  0.754x0000  0.647+0016  0.055:0013  0.044=0011
CLOVERpMAaMO | 0.711:0000  0.78620002 0.612:0011s  0.03620017  0.039=0011 le-1 | 0.731x0005 0.756:0005 0.632:0057 0.044x0011  0.040=0.006

1 0.73410.005 O 7541().(][)3 0.65110.055 0.060i0.020 0.04710.0(}0
5 0.74110.0(}3 0.754i().(l()’1 0.941i0.017 0.176i0.023 0.06110.008
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Conclusion

In this paper, we present the first fairness view for the meta-learned recommender
systems with cold-start

We propose the concept of comprehensive fairness, and formulate it as an adversarial
learning problem

A carefully designed framework, CLOVER, is proposed to enable fair representation learning in
the meta-learned recommender system

Extensive experiments on three real-world data sets demonstrate the effectiveness of our
method, which outperforms a set of strong baselines
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